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Problem 1.

(a).
Suppose we have some measurable function δ(X) such that Eθ(δ(X)) = 0 for all θ. Then

δ(2)θ + δ(4)θ2 + δ(6)(1− θ − θ2) = 0,∀θ,

which means
δ(2) = δ(6), δ(4) = δ(6), δ(6) = 0.

This gives
δ(X) = 0, a.s.

which means that X is complete.
To show that X is sufficient, notice that fθ(X) = fθ(X)× 1, and Lehmann factorization

theorem shows that X is sufficient.
(b).
Indicator function makes this question easy. Notice that P(X = 2) = θ and P(X =

4) = θ2. Then 1{X = 2} and 1{X = 4} are corresponding UMVUE for θ and θ2, based on
Lehmann-Scheffe theorem.

Alternatively, you may solve for θ and θ2 by linear equation systems by E(X) and E(X2).
It is straight forward to show

E(X) = −2θ2 − 4θ + 6

and
E(X2) = −20θ2 − 32θ + 36.

Solve for θ and θ2, and we get

θ = E(
X2 − 10X + 24

8
)

and

θ2 = E(
X2 − 8X + 4

−4
).

So X2 − 10X + 24/8 and X2 − 8X + 4/(−4) are corresponding UMVUEs.
(c).
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The joint distribution is given by simple production:

P(X1 = x1, X2 = x2) = P(X1 = x1)P(X2 = x2), x1, x2 ∈ {2, 4, 6}

(d).
Denote δ(X1, X2) = X1 −X2, and it is easy to show that Eθ(δ(X1, X2)) = 0 and δ 6= 0.

This counterexample breaks completeness.
Consider the condition when T = 8, and calculate

P(X1 = 4|T = 8) =
P(X1 = 4, T = 8)

T = 8

=
P(X1 = 4, X2 = 4)

P(X1 = 4, X2 = 4) + P(X1 = 6, X2 = 2) + P(X1 = 2, X2 = 6)
,

which equals
θ4

θ4 + 2θ(1− θ − θ2)
.

And this breaks sufficiency.
(e).

i(θ) = E(
∂ log fθ(X)

∂θ
)2

= θ(
1

θ
)2 + θ2(

2θ

θ2
)2 + (1− θ − θ2)( −1− 2θ

1− θ − θ2
)2

=
1

θ
+ 4 +

1 + 4θ + 4θ2

1− θ − θ2

(f).
The UMVUE of θ has a variance of θ(1 − θ) since it follows a Bernoulli distribution

with succeeding rate θ. Notice that the Creamer-Rao Bound equals i(θ)−1 which is not a
polynomial of θ. Therefore the estimator does not reach the C-R bound.

If your estimator is written as X2 − 10X + 24/8, it a little bit more complex, but not
difficult, to argue that the variance of the estimator is a polynomial of θ as well.

(g).
If 8 replace 6 in the support of the random variable, then given T , by some argument,

we have
P(X1, X2|T ) = 1{X1 = X2 = T/2}, T ∈ {4, 8, 16}

and

P(X1, X2|T ) =
1

2
1{X1 +X2 = T}, T ∈ {6, 10, 12}.

Therefore X1, X2|T is free of θ, which shows sufficiency.

Problem 2.
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(a).
Location family simply means that fθ(x) = f0(x− θ).
(b).

I(θ) = E(
∂ log fθ(X)

∂θ
)2

=

∫
(
∂fθ(x)

fθ(x)∂θ
)2fθ(x)dx

=

∫
(
∂f0(x− θ)

∂θ
)2

1

f0(x− θ)
dx

=

∫
(
∂f0(t)

∂t
)2

1

f0(t)
dt.

Here we have used the substitution that t = x− θ.
(d). By the fact that f0 is symmetric at 0, we have EX = 0. Therefore

σ2
0 = E(X2) =

∫ 1

−1

15

16
x2(1− x2)2 =

1

7
.

(e).

(f).
By the formula in (b), we have

I(θ) =

∫ 1

−1

(15
16
∗ 2(1− x2) ∗ (−2x))2

15
16

(1− x2)2
dx = 10

in F .
Form (d) and the property of the Normal distribution (Fisher information equals inverted

variance), the Fisher information equals 7 in FN .
(g).
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As we can see, the C-R bound of FN is higher which is easy to reach, since it has less
Fisher information.

(h).
E(X̄) = E(

∑
iXi/n) =

∑
i E(Xi)/n = nθ/n = θ. This shows that the sample mean is

always an unbiased estimator for θ.
(i).
The thing is that the two estimators has the same variance since Var

(
X̄
)

= σ0/n. This
means that the two estimators has the same loss measure, indicating that they are of same
efficiency.

(j).
It is actually not. If you use the latter result which shows that the order statistic is the

minimal sufficient statistic to improve the sample mean, it does not really help since the
conditional expectation is still the sample mean.

In fact, most likelihood estimator will reach the C-R bound asymptotically. (Check MLE
in the book or Internet.) Therefore it may be a good unbiased estimator. In all, you can see
there are gaps between C-R bound and the variance of the sample mean, so it may have the
space of improvement.

Pay attention that you may make mistakes by wildly conclude that it is UMVUE of some
reason. It is not a easy job to say so.

(k).
The density of the data is point mass 1/n! at the points which is a permutation of

(X(1), . . . , X(n)). So it is free of θ which shows sufficiency.
(l).
Suppose the family is an exponential family. Then by the structure, (

∑
i T1(Xi), . . . ,

∑
i Ts(Xi)

is a sufficient statistic. Let n > s, then mapping (X(1), . . . , X(n))→
∑

i T1(Xi), . . . ,
∑

i Ts(Xi)
cannot be a bijection by simply checking the dimensions of the domain and the range. This
contradicts with the fact that order statistic is minimal sufficient.

(m)
No. The sample mean is an unbiased estimator of θ, and it is based on the order statistics.

Note that (X(1) +X(n))/2 is also an unbiased estimator of θ by symmetry. Therefore define
δ as the difference of the two estimators, and we have Eθ(δ) = 0 while δ 6= 0.

You can also use the fact that X(n) − X(1) is an ancillary statistic in location family to
show the incompleteness. (Check ancillary statistic if interested.)

(n)
The bias is always upwards since by Jensen’s inequality:

E(eX) ≥ eEX = eθ.

And since Var (X) > 0, the inequality is strict.
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