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Problem 1.

1. Sufficiency means that the distribution of X conditional on §(X) has no relationship
with 6. You may use factorial theorem here since it is an equivalent statement. Completeness
means that if you have a measurable function ¢ such that Ey(g(6(X))) = 0 for any 6 in the
natural parameter space, then g = 0 almost surely.

2. The density for such a distribution family is
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Clearly this is an exponential family.
3. Since the sample is iid, we simply multiply the density and this gives the joint density
as
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Here we have used the result of (2).

4. Factorization theorem show that (3°1, z;, Y i, @7) is a sufficient statistic.

5. The pair (—# , ﬁ) can not fulfill an open set/open ball/square in R?. Therefore the
theorem fails.

6. Consider estimating p? by X% and Y., 22. Since we have X follows N (u, 4u?/n), we
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By the formula of variance we have
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for any p. So the statistic is not complete.



Problem 2.

For Poisson distribution we know that X is sufficient and complete. So the conditional
expectation E((X; — X3)?|X) is the UMVUE for E,((X; — X3)?) by Rao-Blackwell.
By calculation we have

Ea((X1 — X3)%) = EA(X2 4+ X2 — 2X1X,) = 2(A + A2) — 2)2 = 2

By observation we know that 2.X is an unbiased estimator for 2\ and is purely based on
a sufficient and complete statistic. Therefore by Lehmann-Scheffe we know that 2.X is also
a UMVUE for 2\. By the uniqueness of the UMVUE we know that E,((X; — X3)?) = 2X

Problem 3.

1. For a single sample, we have
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Take twice derivative against o we know
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So the Fisher information for X is just

9%log f2(X), 1
J(0?)? )= 204

i(UZ) = — E02<

2. The complete and sufficient statistic for the parameter is Y . | XZ, however this
statistic is not based on that. Therefore it is not UMVUE.

3. Using Rao-Blackwell, E(X[?/10395| >""" |, X?) is the UMVUE.

4. The Creamer-Rao bound is calculated by
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