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Exercise 8.1.

Use the fact

1(g(X) ≥ ε) ≤ g(X)

ε
1(g(X) ≥ ε)

and
P(g(X) ≥ ε) = E(1(g(X) ≥ ε))

The second part follows immediately.

Exercise 8.2.

To show that δn is consistent, first recognize that X̄ is converging to the true mean in
probability. (why?) And consider events {|X̄ − θ| > ξ} and δn 6= ¯(X).

In order to measure the event {|δn − θ| > ξ}, notice that this event happens only if at
least one of the two events before, happens. And you have good control of the two events,
so that you can prove the convergence.

The second part follows with brute force.

Exercise 8.8.

(a) is a test on the analysis. Get two close approximations and take the larger n.
(b) is tricky. The target function is 1(θ = 0), then the estimator should shrink to 0 when

θ 6= 0 and shrink to 1 when θ = 1. Naturally we may think about the form

1(|X̄| ≤ cn)

and set cn → 0. Then when θ 6= 0, X̄ converges to some nonzero numbers, then the indicator
goes to zero.

The thing is to choose cn properly so that it goes to 1 when θ = 0. This is left as a
problem.

Exercise 8.11.

All you need to check is that Var
(
X̄
)

goes to zero or not. This can be done by brute
force.
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Exercise 8.12.

Basically this is a direct application of Slutsky’s theorem. And notice the fact that
converging in law to some constant is equivalent to converging in probability to the constant.

Exercise 8.13.

Check the cdf of Y and you may find what you need.

Exercise 8.15/16.

Delta method will save you.

Exercise 8.17.

First recognize the limiting distribution of the original sequence. And apply delta method
to the transformation.

Exercise 8.18.

Follow the instruction of the question and do a integration. Pay attention that when
n = 2 you may find a different answer.
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